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Energy ConsumpWon of Large NLP models

Strubell et al. “Energy and Policy ConsideraSons for Deep Learning in NLP.” 2019.



Environmental Well-being

q Sustainable 

q Environmentally friendly
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Energy consumption estimation in computer
vision

174

Energy consumpfon comparison among different CNN frameworks

Li, Da, et al. "Evaluating the energy efficiency of deep convolutional neural networks on CPUs and GPUs." 2016.



NeuralPower

175

NeuralPower: a predictive framework for power, runtime, and 
energy of CNNs during the testing phase (Cai et al., 2017)

Cai, Ermao, et al. "Neuralpower: Predict and deploy energy-efficient convolutional neural networks." 2017.



Energy consumption estimation in NLP
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Carbon emissions of training popular NLP models on different 
types of hardware

Strubell et al. “Energy and Policy Considerations for Deep Learning in NLP.” 2019.
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Reducing energy consumption

q Model Compression

• The size of a deep model is reduced via model compression techniques.

q AdapTve Design

• The architecture of a model is adapRvely designed to opRmize its

energy efficiency.

q Hardware

• Energy-efficient compuRng devices or plaTorms are designed for

specific AI applicaRons.
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Model compression

179
Cheng et al. “A Survey of Model Compression and Acceleration for Deep Neural Networks.” 2019.



Adaptive Design

q Pruning Approach (Yang et al., 2017)

• The CNN layers which consume much energy are pruned.

q Hyperparameter Op_miza_on (Stamoulis et al., 2018)

• The design of a CNN architecture is formulated as a

hyperparameter opbmizabon problem under energy consumpbon 

restricbons.

180

Yang, Tien-Ju, Yu-Hsin Chen, and Vivienne Sze. "Designing energy-efficient convoluSonal neural networks using 
energy-aware pruning." 2017.
Stamoulis, Dimitrios, et al. "Designing adapSve neural networks for energy-constrained image classificaSon." 2018.



Hardware

q Neural processing unit (NPU) (Esmaeilzadeh et al., 2012)

• NPU executes some fixed computations in neural networks such as multiplication, 

accumulation, and sigmoid, on chips.

q RENO (Liu et al., 2015)

• A more advanced on-chip architecture is proposed for neural network acceleration.

q ReGAN (Chen et al., 2018)

• It is specially designed for accelerating generative adversarial networks.

181

Esmaeilzadeh, Hadi, et al. "Neural acceleration for general-purpose approximate programs." 2012.
Liu, Xiaoxiao, et al. "RENO: A high-efficient reconfigurable neuromorphic computing accelerator design." 2015.
Chen, Fan, Linghao Song, and Yiran Chen. "Regan: A pipelined reram-based accelerator for generative adversarial networks." 2018.
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Surveys

q García-Martín et al. “Estimation of energy consumption in machine learning.” 2019.

q Cheng et al. “A survey of model compression and acceleration for deep neural 

networks.” 2017.

q Wang et al. “Benchmarking the performance and energy efficiency of ai accelerators 

for ai training.” 2020.

q Mittal et al. “A survey of methods for analyzing and improving GPU energy efficiency.” 

2014.

q Chen et al. “A survey of accelerator architectures for deep neural networks.” 2020.
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Tools

q SyNERGY (Rodrigues et al., 2018).

q Machine Learning Emissions Calculator (Lacoste et al., 2019).

q Accelergy (Wu et al., 2019).

q Timeloop (Parashar et al., 2019).

184

García-Martín, Eva, et al. “Estimation of energy consumption in machine learning.” 2019.
Lacoste, Alexandre, et al. "Quantifying the carbon emissions of machine learning." 2019.
Wu et al. "Accelergy: An architecture-level energy estimation methodology for accelerator designs." 2019.
Parashar et al. "Timeloop: A systematic approach to dnn accelerator evaluation." 2019.
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Future Directions

q Algorithm level

• AutoML has the potenbal to design energy-saving models.

q Hardware level

• Designing efficient devices to facilitate model training needs more

adenbon.
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